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Research Background.. 
• We have focused on explainable human-

AI interaction. 

• Our setting involves collaborative 
problem solving, where the AI agents 
provide decision support to the human 
users in the  context of explicit 
knowledge sequential decision-making 
tasks (such as mission planning)

• In contrast, much work in social robotics 
and HRI has focused on tacit knowledge 
tasks (thus making explanations mostly 
moot)

• We assume that the AI agent has either 
prior access (or learns) the human model

• We have developed frameworks for 
proactive explanations based on model 
reconciliation as well as on-demand foil-
based explanations

• We have demonstrated the effectiveness 
of our techniques with systematic (IRB 
approved) human subject studies 
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Public Outreach About Social & Technical 
Impacts of  AI 



Trends in AI Technology-1



Trends in AI Technology-2

From Deep & Narrow to                    
Broad & Shallow
• AI systems used to have deep 

expertise in narrow domains
• The old “expert systems”, Deep Blue for 

Chess; Alpha Go for Go, Alpha Fold for 
Protein Folding etc.

• Recent trend is to develop systems 
with broad expertise. But they tend to 
be shallow in their understanding

• Large Language Models, Diffusion 
Models

• (Thinking in terms of BSAI vs. DNAI is 
more instructive than AGI vs AI.. )

From Discriminative Classification to 
Generative Imagination
• AI systems used to focus on 

“identification” and “classification”
• Is this a picture of a dog? Is this an x-ray 

of a malignant tumor? Is this a spam 
mail? 

• P(dog|Picture); P(tumor|x-ray); 
P(Spam|text)

• Recent trend is to learn the 
“distribution of the objects”

• Draw me a picture of a dog. Write me a 
spam mail

• Learning P(tumor,x-ray) P(Spam, text)

• (Armchair pundits vs. Gavaskar 
commenting on a cricket play..)



Dall-E, Stable Diffusion & 
MidJourney
Generating Images (..and videos..) in response to text (and image) prompts

“A woman working on a computer, Jamini Roy Style”

“A woman working on a computer, R K Laxman Style”









Whisper, Valle..  
Generating Speech & Cloning voices.. 







The Hindu, 8/8/2023



LLMs (ChatGPT, GPT4 etc.)
(Generating answers completions to any textual prompt)













Angst about  Standardized Tests



But what are LLMs actually 
trained to do?

Answer: Predict the next word!

?Navy life is way better than army and air force



LLMs are N-gram models on STEROIDS
• Text is a long sequence of words (including spaces, punctuations)
• An n-gram model of language learns to predict n-th word given the 

preceding n-1 words
• Probabilistically speaking it learns Pr(Wn |W1...Wn-1)

• Unigram predicts each word independently (no preceding context)
• Bigram predicts each word given the previous word
• A 3001-gram model learns to predict the next word given the previous 3000 words 

• ChatGPT is just a 3001-gram model 

• The power of an n-gram model depends on
• How much text it trains on 
• How big is the n (context) and 
• How high-capacity is the function learning Pr(Wn |W1...Wn-1)

• ChatGPT trains on ~600 gigabytes of text on the Web
• It learns a very high capacity function that has 175 billion parameters

• Learns Pr(Wn |W1...Wn-1)  for all possible nth words Wn (Vocabulary of the language, ~50K in 
English)



Learning n-gram models is just keeping counts 

[Slide from Kyunghyun Cho] 



..but the count table is Ginormous! (and is VERY sparse)
• With an n-gram model, you need to keep track of the 

conditional distributions for (n-1)-sized prefixes. 

• With a vocabulary size |V| (~ 50000), there are |V|n-1

different prefixes!!
• Easy for unigram (1 prefix), bigram (|V| prefixes) and trigram (|V|2

prefixes)
• For ChatGPT’s 3001-gram model, with a 50,000 word vocabulary, we 

are looking at a whopping (50000)3000 conditional distributions 
• (and most entries will be zero—as the chance of seeing the same 3000-word 

sequence again is vanishingly small!)

• What LLMs do is to essentially compress/approximate this 
ginormous count table with a function

• That is while high capacity (176 billion weights!) is still vanishingly 
small compared to the ginormous count ((50000)3000 >> 176 billion or 
a trillion!) 

• ..and oh by the way, the compressed function winds up having fewer 
zeros

• It approximates both the non-zero counts and zero counts, so..
• GENERALIZATION!!!

• In essence the function learns to “abstract” and “cluster” over 
“similar” sequences

Transformers are a 
(not particularly principled)
parallelization of the 
recurrent neural networks



“Navy life is way better than army and air force life.”

• Each prefix of the sentence is a training 
example

• Navy ____
• Navy life____
• Navy life is_____
• ..
• Navy life is way better than army and air 

force _____

• LLM uses its current function to guess the 
next word

• Navy ships

• Guess: ships Correct: life

• Error= {life - ships}
• To the LLMs, all vocabulary tokens are just 

vectors in some high dimensional 
embedding space; so the difference is well 
defined as the vector difference

• Propagate this error back through the 
function, and change the parameters so 
the error is reduced

• Using back propagation (aka Chain Ruleof
derivatives with dynamic programming); 
the basic workhorse of all neural networks. 

• <Go to the next example>



Superhuman training

• ChatGPT trains on ~600 gigabytes of text on 
the Web  (~60 million pages of text)

• This is text that we wrote and uploaded for our 
consumption—and not for ChatGPT!

• It learns a very high capacity function that 
has 175 billion parameters

• Learns Pr(Wn |W1...Wn-1)  for all possible nth 
words Wn (Vocabulary of the language, ~50K in 
English)

• Requires extreme compute facilities (GPU 
clusters) to learn the function



So what’s all the hoopla 
about?



So ChatGPT is just completing your prompt by 
repeatedly predicting the next word given the 
previous 3000 words
• But, the function it learns to predict the next word is a very high capacity 

one (with 175 billion parameters for ChatGPT and over a trillion for GPT4)
• This function is learned by analyzing 500 gb of text
• The learning phase is very time consuming (and is feasible only because of the 

extreme computational power utilized)

• And all conversation—whether everyday or deeply philosophical—is, at 
some level, completing the prompt (saying words in the context window of 
other words that have already been said!)

• Thus it is that ChatGPT can “converse” with you on any subject!
• Really? 



LLMs Look at everything we say as a 
prompt to be completed.. 

• Write an essay on the origins and impacts of Jim 
Crow

• Write a poem on the Cow in the style of 
Shakespeare.

• Why did the Silicon Valley Bank fail?

• Explain all the ways Wild Cats envy Sun Devils

• Write some TicZ code to produce a sketch of 
a unicorn.. 

If there is “meaning” in these completions—facts, humor, pathos—it is in our heads!

Whether we think we are asking questions,
pouring our hearts, are talking to them, 
LLMs just see what we say as text prompts to be completed



But how can these 
prompt completion 
beasts generate such 
coherent plausible 
text that also seems 
SO right sometimes?

Answer:   MAGIC..!

AI as an Ersatz Natural Science 

Some possible factors:

 Almost everything we know is also already  
on the web (and is fodder for LLM training)
 Thus giving them approximate 

omniscience

 Completion over large (3000 word) context 
windows can be more directed (low-
entropy) than we have intuitions about. 
(This is not a 3-gram model completing “left 
and … “)



Are there limitations to Prompt completions 
learned from our digital traces?(When will  
“Bookish Knowledge” not be enough?)

• Unlike humans, who get their knowledge both from 
written word and from their (sensory) experiences in 
the world, LLMs have purely ”bookish knowledge”

• Everything we ever wrote on the web is their “book”

• They can hold forth confidently on the best type of 
mangoes and describe how they taste

• But they have never once tasted a mango!

If there is “meaning” in these completions—facts, humor, pathos—it is in our heads!

Or is saying that LLMs just predict the next word 
sort of like saying that Turing Machines just read and write tape? 



LLMs to do Search? 

• As Microsoft seems to hope with it Bing+

• Or are the rumors of Google’s demise are exaggerated? 





GPT4



GPT4



https://twitter.com/WillOremus/status/1643699667908059136









LLMs to do Search? 

• When you search in Google for information, it returns pointers to 
documents on the web which you then read to get the information

• Unlike search engines, LLMs don’t index and retrieve-–they don’t have 
veridical memories

• LLMs can view the search query as a “prompt” and continue by completing 
it. This may sometimes correspond to an actual answer to your query—but 
there is no guarantee that it does!

• Think of LLM’s completions as “one of the plausible (text) realities” and not 
necessarily the reality. 

• All LLM Completions are hallucinations; some (may) align with our reality

• (Human memory is also not veridical, and we do have false 
reconstructions—thus unreliable eye witnesses. Humans do have the 
ability to check their memory with respect to external world)



Can LLMs Do/Fake Reasoning & Planning?
(I mean they are acing those standardize tests and all..) 

• There are many claims in the 
literature about the (zero-shot 
and few-shot) reasoning powers 
of LLMs

• But the claims should be taken with 
a large grain of salt

• It is very much possible that what 
LLM’s are doing is not reasoning 
but pattern finding on steroids

• Establishing this empirically is 
hard—especially as any tests you 
develop become fodder for LLM 
training.. 



Our Poor Intuitions about Approximate 
Omniscience make it hard to tell whether LLMs 
are reasoning or retrieving..
• It is worth understanding that our intuitions about what exactly is in 

the 600gb of text on the web are very poor.
• One of the big surprises when Google came out with Palm LLM was that it 

could "explain" jokes
• But did you know that there are sites on the web that explain jokes (..and movie 

endings and rbook plots etc. etc.?)

• If you are not surprised at someone answering a question by "googling" it, 
you probably shouldn't be too impressed by an LLM answering it..

• This means that we are not good at guessing whether LLMs came to an 
answer mostly by approximate retrieval or by first principles reasoning

• In the case of "reasoning" tasks, we may consider that an LLM was 
able to reach a conclusion by something akin to theorem proving 
from base facts

• But then we are missing the simple fact that the linguistic knowledge on 
the web not only contains "facts" and "rules" but chunks of the deductive 
closure of these facts/rules.

• In general, memory reduces the need to reason from first 
principles..

• Which is why it is no longer worth being surprised at people answering 
that "why are manhole covers round?" Question!

• Hard to distinguish reasoning vs. recall just from the end product..
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Results on GPT-4

Domain Method GPT-4 Instruct-GPT3

Blocksworld One-shot 206/600 (34.3%) 41/600 (6.8%)

Zero-shot 208/600 (34.6%) -

Mystery 

Blocksworld 

(Deceptive)

One-shot 16/600 (2.6%) 7/600 (1.1%)

Zero-shot 1/600 (0.16%) -

Mystery 

Blocksworld 

(Randomized)

One-shot 11/600 (1.8%) 5/600 (0.8%)

Zero-shot 0/600 (0%) -



I am playing with a set of blocks where I need to arrange the blocks into stacks. Here are 

the actions I can do

Pick up a block

Unstack a block from on top of another block

Put down a block

Stack a block on top of another block

I have the following restrictions on my actions:

I can only pick up or unstack one block at a time.

I can only pick up or unstack a block if my hand is empty.

I can only pick up a block if the block is on the table and the block is clear. A block is 

clear if the block has no other blocks on top of it and if the block is not picked up.

I can only unstack a block from on top of another block if the block I am unstacking was 

really on top of the other block.

I can only unstack a block from on top of another block if the block I am unstacking is 

clear.

Once I pick up or unstack a block, I am holding the block.

I can only put down a block that I am holding.

I can only stack a block on top of another block if I am holding the block being stacked.

I can only stack a block on top of another block if the block onto which I am stacking the 

block is clear.

Once I put down or stack a block, my hand becomes empty.

I am playing with a set of objects. Here are the actions I can do

Attack object

Feast object from another object

Succumb object

Overcome object from another object

I have the following restrictions on my actions:

To perform Attack action, the following facts need to be true: Province object, Planet object, Harmony

Once Attack action is performed the following facts will be true: Pain object

Once Attack action is performed the following facts will be false: Province object, Planet object, Harmony

To perform Succumb action, the following facts need to be true: Pain object

Once Succumb action is performed the following facts will be true: Province object, Planet object, Harmony    

Once Succumb action is performed the following facts will be false: Pain object.

To perform Overcome action, the following needs to be true: Province other object, Pain object

Once Overcome action is performed the following will be true: Harmony, Pain object, Object Craves other object

Once Overcome action is performed the following will be false: Province other object, Pain object

To perform Feast action, the following needs to be true: Object Craves other object, Province object, Harmony.

Once Feast action is performed the following will be true: Pain object, Province other object

Once Feast action is performed the following will be false:, Object Craves other object, Province object, Harmony

Original Blocksworld Mystery Blocksworld

Mystery blocksworld domain
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Humans Critiquing LLM Plans 
(..and the Clever Hans peril..)

• Humans doing the verification & giving helpful 
prompts to the LLM)

• Okay when the humans know the domain and can 
correct the plan (with some guarantees)

• Okay for "this essay looks good enough" kind of critiquing
• But for planning, with end users not aware of the domain 

physics, the plans that humans are happy with may still not 
be actually executable

• When humans know the correct answer (plan) there 
is also the very significant possibility of Clever Hans 
effect

• Humans unwittingly/unknowingly/non-deliberately giving 
important hints
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What Planning is & What LLMs are good at..

Planning (as used in common parlance) 
involves
• Planning knowledge

• Actions, preconditions and effects
• General Recipes: Task reduction schemata (e.g. 

HTN planning)
• Old examples: Case libraries

• Plan generation/verification techniques
• Interaction analysis/resolution
• Plan merging techniques
• Plan modification techniques

Contrasting what AI Planning & LLMs 
bring to the table
• AI Planning (aka ICAPS planning) assumes that 

the planning knowledge is given up front, and 
focuses generation and verification 
techniques

• Emphasis on guaranteeing 
completeness/correctness of the plans w.r.t. the 
model

• By and large the common paradigm—although there 
have been occasional mutinies

• Model-Lite Planning approaches

• LLMs, trained as they are on everything ever 
put on the web, have a kind of "approximate 
omniscience". This helps them spit out 
actions, recipes, or cases

• But they lack the ability to stitch the recipes 
together to ensure that there is no actually 
interaction free!

116

LLMs accept any planning problem—even if it not
expressible in PDDL standard—and they don’t give 

any correctness guarantees.

AI Planners will give formal guarantees, but only 
accept problems expressible in their language. 



Then how come LLMs are trumpeted as doing 
planning?
• Most cases where LLMs are 

claimed to generate executable 
plans, on closer examination, turn 
out to be cases where LLMs are 
getting by with the “generate 
approximate recipes” step

• Generate approximate recipes/cases 
(for common sense domains)

• e.g. wedding plans
• Convert tasks into (approximate) task 

reduction schemas
• Perhaps written out as "programs" 

(e.g. Code as Policies..)
• (SHOP2 schemas were already pseudo 

lisp code—if only written by humans)
• LLM-HTN and LLM-CBR differ from HTN and CBR 

in that they generate the task-reduction schemas 
or the cases on demand

• And the interaction 
resolution/search part is

• either pushed under the rug
• Consider "high level" plans like 

"wedding plans" for which there are 
enough generic recipes available in the 
training set, and are described at a 
sufficiently high level of abstraction, and 
the execution issues are left to the user’s 
imagination

• or has been pawed off to 
human prompters who are required to 
give "hints" to the LLM to come up 
with plan variants that are (more) 
correct

• Note that here the human is 
essentially playing the role of an external 
verifier & critic

• In cases where the humans are end 
users not well versed with all details of 
the domain, they can be faulty verifiers
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LLMs for constructing world models

119

LLM’s have universal high-recall (they will never shut up!),
but questionable precision

Automated Planners are guaranteed correct 
but for planning problems that they can handle



Societal Impacts of Generative AI



Many great use cases

• Generative AI  of LLMs is a powerful tool—especially as 
assistants to humans in the loop 

• Or even in autonomous mode, if the stuff needs to “sound 
good” but doesn’t have any serious accuracy expectations. 

• Vision statements, Statements of purpose, EULAs?

• Humans have always adapted to using powerful tools to 
further increase their creativity and productivity

• Artists using Dall-E, Stable Diffusion in human-machine 
symbiotic creativity

• Writers using LLMs to flesh out/imagine story lines

• Unlimited commercial opportunities
• Which is also leading to the closing of these once open tools.. 

@_WillFalcon



Societal Angst about Generative AI

• Plagiarism
• Students writing essays with LLMs like ChatGPT

• Some stop-gap ways to detect text generated by specific LLMs exist
• But they need the buy-in from the LLM suppliers—what incentive do they have?

• Art pieces/styles being copied without consent

• “Deep Fakes”
• Eventually, it will be hard to tell whether a picture or a story is written by humans or AI 

systems

• Bias
• These systems learn from our collective (unwashed) subconscious and thus get all our biases. 

Getting those biases out of them would be challenging
• LLMs are our Freudian collective Id.. (System 1). They don’t have System 2. 

• Existential angst..
• If they are doing well in all our exams, then what are we good for? 

• May be our exams were not measuring reasoning capability to begin with
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Ideas for catching ”AI-generated” text

• Perplexity Based
• See how “likely” is the text to the LLM model. 
• If it is likely, then it is likely generated (by that LLM)
• If it is perplexing, then it is not
• Easy to defeat

• Black/White-list based
• Split the (50,000 word) vocabulary into Black and White 

lists
• Make the LLM’s “water-mark” their text by picking the 

most likely word that is also on the white list
• Given a new text, you can judge whether it is generated 

(by that) LLM by checking if it has too many black list 
words

• Why would LLM providers agree to have Black/White 
lists?
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Can we make them behave?

• Can we post-train the LLMs to be less offensive, 
more accurate etc?

• One possible idea: Use additional human feedback 
on the LLM’s outputs to various prompts to make it 
modify its completion function weights slowly to 
be more in concord with humans’ values

• Reinforcement Learning from Human Feedback

• Can be quite laborious 
• OpenAI is supposed to have employed an army of poorly 

paid people to do this “thumbs up/thumbs down” 
training

• ..and no guarantees that the completions will not 
be offensive/inaccurate 
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Angst about  Standardized Tests



Can we “stop” them? 

• They are “learning” from our digital traces. 

• In theory, we can defeat them by 
• either withholding our digital traces 

• (Non-Cooperation Movement like it is 1942 all over again.. ) 

• or giving them “wrong/misleading” footprints

• More seriously, LLM’s can be “prompted” adversarially to spew out 
offensive text, are even company secrets

• Bing ChatBot was told to act like it is its own evil twin that ignores instructions (and it 
did)

• Bing ChatBot even divulged the part of the initial prompt that Microsoft  gave it. 



Should we stop their development? 



Parting Thoughts



Key Takeaways

• AI technology has taken a turn from deep and narrow systems to broad and shallow systems
• ..and from discriminative classifiers to generative imaginers

• The text generators—Chat/GPT4—have particularly captured our imagination—as they seem to 
effortlessly write essays, vision plans, sonnets at a mere prompt from us

• The underlying technology is LLMs (Large Language Models)—that train themselves—
autoregressively—to predict the next word given n previous words

• Whether we think we are asking questions, pouring our hearts, are talking to them, LLMs just 
see what we say as text prompts to be completed

• While the completions are sometimes (often?) “seemingly intelligent”, we don’t quite know 
why this is the case.

• There is no inherent intent to make the generated text conform to our reality; they are 
afactual. All meaning resides in our head

• So their best use case is as assistive tools with humans (or external reasoners with sematic models) in the 
loop 

• Easy availability of these LLMs has both promises and perils. 
• The perils include those of plagiarism worries, deep fakes, bias and even our own existential angst

• In short, we are entering have entered interesting times!
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